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Presentation Notes
Good morning.  We were asked to provide brief overview of the new Major Incident process, specifically explaining when and why we declare a major incident.  I have Lucas Sullivan to join me as well as Teresa Snavely to describe our TableTop exercises. 
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Presentation Notes
Our plan today is to briefly cover 5 objectives:  
Definition of a Major Incident
Summary of goals and steps in the process
How we identify WHAT is a potential major incident
Roles, responsibilities and communication paths
A quick demo of the capabilities of the ServiceNow MI process




What is a Major Incident?
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What is a Major Incident? ITIL defines an MI as an incident caused by, or indicative of, an outage or degradation of a core or critical production service that significantly disrupts business operations. A major incident demands more urgent response with shorter timescales than the routine incident management process and escalation to higher levels of support to resolve or mitigate unplanned interruptions. 
�Core - A core service is a foundational IT system, infrastructure, platform or process that is widely leveraged by stakeholders across the university.
�Critical - A critical service is a mission-critical service that requires continuous availability. Breaks in these services are intolerable and immediately cause damage to the University’s mission.
�Only services identified as core or critical can trigger major incidents. Core/critical services are identified by the VP for IT, Division of IT senior leadership, or a Division of IT service owner. 
�Outage - no one is able to use the service or a significant number of users, such as all users in a building cannot access the service.
�Degradation - some are not able to use the service or performance of the service is not funcitioning as it normally would be.
�Incident - an interruption in service or some issue that stops performance of a usual function. The goal of an incident is to fix it asap.
�Problem - According to ITIL 4, a problem is a cause, or potential cause, of one or more incidents. Problems can be raised in response to a single significant incident or multiple similar incidents. They can even be raised without the existence of a corresponding incident.  

Prior to launch of the Major Incident Process in ServiceNow, we were using Problem Management to manage MIs.  





MAJOR INCIDENT PROCESS

Main steps of the process
1. Identification
2. Mitigation and 

communication
3. Resolution
4. After Action Review (AAR)

Goals of the process
• Restore normal service operation
• Engage persons and teams for 

fast resolution
• Keep stakeholders situationally 

informed
• Support continued improvement 

through after-action reviews
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There were several issues identified in the current process that were identified during Fall Rush of 2020  and from the subsequent Hotwash meetings, as well as meetings with service owners to discuss what changes would be beneficial.  

Several key issues were targeted for improvement, including: 
Clarification of major incident scope
Clear, consistent routing for proposal and decision-making of a major incident
Predefined templates and audiences for communications
Establishing a real-time communication channel (war room using Zoom) and a channel for logging production changes/significant events (major incident channel in slack)
A Standardized after-action report and making it part of the Major Incident Record

Given that, the goals of the new process helped us establish the following goals: 
Restore normal service operation ASAP and minimize impact of the outage or degradation 
Ensure the right individuals and teams  are involved to quickly resolve the issue
Keep stakeholders situationally informed
Support continued improvement through after-action reviews

The process involves the following crucial steps: 
Identification: any incident fulfiller proposes an incident as a major incident; the proposed incident is then reviewed by a major incident manager who will investigate, then promote or reject it as a Major Incident.
Mitigation and communication: 
Service Owners, Technical Leads, and teams that support the service can be engaged for coordination and troubleshooting in a war room. This team is expanded when needed to include the right expertise to resolve the major incident.
A channel is setup for logging production changes, attempted fixes and results, and any significant events
Stakeholders are informed of impact and progress through communications informed by Service Owner(s) and sent out by the Major Incident Manager 
Resolution: the Service Owner(s) make the call as to whether the issue is resolved and stakeholders are informed
After Action Review: analyze the incident to identify what happened, how to prevent it from happening, and how the process can improve for future major incident response
After action reporting happens in the Major Incident record
Continuous improvement built into the review 
Completed after-action reports are provided to internal stakeholders (Senior Leadership Team)




Identification
Triggers for Major Incident Proposal

• Core or critical Service
• Impact and urgency is high priority or critical
• Cause of many incidents or potential cause to many 

incidents
• Indicators of an outage or degradation
• Time critical business processes are disrupted 
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The wider the impact and higher the urgency, the higher the priority of the incident and the more likely it is a major incident.

Triggers for Major Incident Proposal:  
Core or critical service is or is expected to be inaccessible, unusable, or suffering from performance issues which prevent normal operational usage, and the impact is widespread (e.g., affecting departments, campuses, or a building or buildings.)
Impact and urgency of the Incident is high priority or critical 
Cause of many incidents or potential cause to many incidents 
Indicators of an outage or degradation (4Help/FASTR may determine there is a major incident related to a core/critical service base don specific individuals and/or buildings experiencing an issue) 
Time critical business processes are disrupted

What’s not a major incident?
A planned maintenance (i.e., on the SAMS calendar at 4help.vt.edu) that indicated service would be unavailable
An outage or degradation of a service that is not core or critical (although, they could show up on IT Status, for keeping users informed.)

Note: the Prioritization Matrix is slated for future improvements outside of the major incident channel, but will be used to help determine criticality of incidents proposed as major.  This is definitely targeted as an area for improvement as we begin using the new MI module. 









Roles and 
Responsibilities

All Roles
4Help
Frontline IT support

Identify a major incidentIdentify

Propose a major incidentPropose

Associate an incident with a major 
incidentAssociate

Stay aware of the status of the major 
incidentAwareness
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I’m going to provide a very quick overview of roles.  One targeted improvement, suggested by Gartner, is to develop quick checklists for each role.   

As you see here, anyone can identify and propose a major incident with an ITIL license in SN, including 4help and frontline support staff in the division, as well as service owners. 

4Help, and frontline IT support are responsible for: 
Identifying and proposing a major incident
Associating incidents with the major incident record
And Staying aware of the status of the major incident





Roles and 
Responsibilities

Service Owner
Technical Lead
Assignment/Support 
Group

Sign up for SMS notifications for Major 
IncidentsNotifications

Service Owner gives input to communications 
and coordinates efforts of technical leadCoordinate

Technical lead directs troubleshooting of the 
teamTroubleshoot

Interact in the war room and update changes 
in the major incident channelCommunicate

Participate in and update the after-action 
review

After-action 
Review
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Roles for our partners in DoIT, including service owners, technical leads, and those that manage incidents in ServiceNow: 

You should sign up for SMS notifications – we will follow up with instructions
Service Owners are expected to contribute to communication efforts and assist with coordination
Technical leads (sometimes also the service owner) are responsible for troubleshooting and helping resolve the issue
Someone representing the service should participate in the War Room (Zoom – persistent room) and slack channel 
The owners of the service are also responsible for completing the AAR and organizing post mortems when necessary or requested by Senior Leaders




Roles and 
Responsibilities

Major Incident Manager

Sign up for SMS notification for Major 
Incidents

Notification

Major Incident Manager Checklist and 
manage the Major IncidentCoordinate

Monitor major incident candidate. 
Investigate, and promotePromote

Set up war room and major incident 
channelCommunicate

Resolve the Major IncidentResolve
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The major incident manager is basically the “glue” that holds the process together.  I am currently assuming that role and Carol Hurley and Lucas are my backups.  All supervisors in the Information Center have also been trained and will handle after hours major incidents.

They are responsible for: 
Completing Major Incident Manager checklist 
Sign up for SMS notification for major incidents 
Promoting (or rejecting) major incident after investigating and consulting with service owner
Setup of war room and major incident channel 
Managing the Major Incident 
Add configuration items 
Coordinate overall response 
Escalate to additional teams/resources 
Communicate to stakeholders 
Post IT service status (outage/degradation) 
Track Major Incident activities 
 and ultimately Resolving the Major Incident once confirmation of restoration from the Service Owner has been received, which resolves all associated and attached incidents





Notification emails from ServiceNow using 
templates

Provides standard information

Populates info from the MI record

Allows for edits

MI Manager responsible

Backup communication

COMMUNICATION
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�Communication is much improved by using the new SN MI process:  

 Notification emails are sent directly from ServiceNow using predefined templates
Provides more standardized information
Populates information from the MI record and also Allows for edits
Mi manager is responsible for communicating the MI and updating stakeholders of status
Back-up communication channels can be utilized if necessary (ex:  if email is down, Slack, and Teams)
All comms is facilitated through the Major Incident Dashboard




COMMUNICATION

Email templates 
for more 
uniform 
information 
sharing and 
updates
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Here is an example of what an email communication looks like in the Workbench.  




COMMUNICATION Communication will be handled by the MI 
manager from the Major Incident using 
Workbench.  
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Here’s another quick preview of the workbench showing how communications is managed and tracked. 

There are three groups we send communications to: 
The technical team or service provider group associated with the configuration item
Senior Leadership in the division
ITC and Techsupport listservs:  For this group, only an initial message is sent instructing you to follow up dates on IT Status




MAJOR INCIDENT OVERVIEW

Presenter
Presentation Notes
Here is one more visual of the Major Incident workbench.  As you can see it provides a quick dashboard of Major incidents.




Continuous Improvement: 

Tabletop Exercises
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